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Alaska Earthquake Center (AEC)



2023 Earthquake Summary



AEC stations



Part 1: Reimagining Datalogger Monitoring



Introducing Webdlmon



Usage

• Duty: check to see status of station for pipeline 
alarms

• QC: check to see timing issues, mass positions, 
latencies, datalogger reboots, gaps, etc.

• Field: check to confirm station status (network 
connection) and key telemetry/power 
diagnostics during fieldwork.  

• Network monitoring: the starting point to detect 
network and station problems and is very useful 
for daily network checks.
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Map



Map View



Basic Information on Click



Codebase

• DOM (document object module) -
representation of the HTML

• React.js can refresh certain parts of the DOM 
without refreshing the whole DOM or page



Workflow

• Python script running as rtexec process captures SOH packets 
from our primary data ORB

– packet_types = ('.*/pf/st', 'AK_GRE.*_D0/SEED')

• Writes data to MySQL database

– database holds current data, not record through time

• Website backend queries MySQL database and puts data into a 
JSON file

– also sends an epoch time of creation to the frontend

• Website frontend handles user requests and displays the data

– takes epoch from backend and determines how old that epoch is in 
seconds

– also does some math for latency when no new data has been 
received

– refreshes every cell in table



Map Codebase



Challenges

• Standardizing for all datalogger types in use

– which metrics to use

– unit conversions for values

• Packet ingestion control

– for Centaur packets

• Formatting tweaks

– allow usability for all users as well as mobile 
platforms

– time/date format for readability



Part 2: Reimagining Computer Systems



Major Change



Motivation



Additional Tasks

• Containerizing some functionality

– Apache Guacamole server for remote virtual 
machine access

• Documenting systems in-depth

• Renaming systems

• Hands-on training and onboarding

• Updating software/dependencies

• Updating documentation for system 
troubleshooting



Standardized System Questionnaire



Asana Project



Where We’re at Now

• Early stages

• Moved an ‘easy’ system over to production

• Created template VM

• Keeping to project scope (lots of 
opportunities for creep!)

• Open to thoughts/pitfalls/best practices 
others have come across in similar transitions



Questions and Thoughts?
Thank you!


