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Task: Daily Check of Hardware Condition &
Resources

 Check Hardware Resource in
order to avoid downtime with
proactive response to trending
or actual resource limits

 Check Hardware Condition in
order to avoid downtime with
proactive response to trending
or actual fault condition
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Solution: Using Zabbix Monitoring System

Zabbix is a monitoring solution for networks and applications developed
and maintained by Zabbix SIA (http://www.zabbix.com).

It uses MySOL, PostgreSQL, SQLite, Oracle or IBM DB2 to store data.
Its backend is written in C and the web frontend is written in PHP.

Zabbix offers several monitoring options:

— Simple checks can verify the availability and responsiveness of standard services such as
SMTP or HTTP without installing any software on the monitored host.

— A Zabbix agent can also be installed on UNIX/Linux and Windows hosts to monitor
statistics such as CPU load, network utilization, disk space, etc.

— As an alternative to installing an agent on hosts, Zabbix includes support for monitoring
via SNMP, TCP and ICMP checks, as well as over IPMI, JMX, SSH, telnet and using
custom parameters. Zabbix supports a variety of real-time notification mechanisms,
including XMPP.
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What we want to monitor

CPU utilization

Memory utilization (physical & virtual)
File system utilization

Disk utilization

Network interface utilization

Availability of basic system services like sshd, smtpd,
ntpd etc.

DELL iDRAC sensor/health status
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Monitoring Dashboard Development - Requirements

 Apache Web server with PHP Support on
monitoring server

* Oracle MySQL Server and Client on monitoring
server

e Zabbix Server and Front-end installation on
monitoring server

e Zabbix Proxy on monitoring server

e Zabbix Agent and Support Tools on monitoring
server & client server

* Some system preparations (Optional RPM repository,
dedicated file system for MySQL and deployment with Yum

repositories, iptables, /etc/hosts)
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Monitoring Dashboard Development - customizations

Kinemetrics OSS Theme and Support Link

Colors & Graphic (removal of Zabbix watermark)

Many small changes that need to be applied
to the PHP source code of the front-end

Kinemetrics-specific zabbix-web RPM

package
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Monitoring Dashboard Development - customizations

- Low Level Device Discovery

— One of the main arguments for Zabbix as
monitoring system is it’s ability to use special
probes to dynamically update lists of items that
need to be monitored.

— Templates can be kept simple when low-level
device discovery is used.

* Agent Extensions & Templates
— 12 new or modified templates (xml files)
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Monitoring System - Iltems

* Implemented Zabbix based Monitoring System
— Dashboard
— Filesystem
— Performance (CPU, RAM, LOAD, etc.)
— Event triggers
— Status details (e.g., UPS)
— Network maps
— Event history
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Monitoring System - Dashboar
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Last 20 issues

Host Issue Last change Age Info Ack Actions

Filesystem ASPENDPCS:/import is more than 90% full im 3d 11h
Filesystem ASPENDPCS: /export/import is more than 90% full im 4d 3h (1)

2 of 2 issues are shown

Updated: 16:53:13

Web monitoring
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Monitoring System -

Fllesystem {HOST.NAME}:/arts Is more than 90% full

Fllesystem {HOST.NAME}:/aspen Is more than 75% full

Fllesystem {HOST.NAME}:/aspen Is more than 90% full

Fllesystem {HOST.NAME}:/boot Is more than 75% full

Fllesystem {HOST.NAME}:/boot Is more than 90% full

Fllesystem {HOST.NAME}:/export/archive Is more than 75% full
Fllesystem {HOST.NAME}:/export/archive Is more than 90% full
Fllesystem {HOST.NAME}:/export/home Is more than 75% full
Fllesystem {HOST.NAME}:/export/home Is more than 90% full
Fllesystem {HOST.NAME}:/export/import Is more than 75% full
Fllesystem {HOST.NAME}:/export/import is more than 90% full

Fllesystem {HOST.NAME}:/home Is more than 75% full

Fllesystem {HOST.NAME}:/home Is more than 90% full
Fllesystem {HOST.NAME}:/Import Is more than 75% full
Fllesystem {HOST.NAME}:/Import Is more than 90% full

Fllesystem {HOST.NAME}:/kmloss/stage Is more than 75% full

Fllesystem {HOST.NAME}:/kmioss/stage Is more than 90% full

Fllesystem {HOST.NAME}:/migrate/aspendcpl Is more than 75% full
Fllesystem {HOST.NAME}:/migrate/aspendcpl Is more than 90% full
Fllesystem {HOST.NAME}:/nfs/home/alfredo Is more than 75% full
Fllesystem {HOST.NAME}:/nfs/home/alfredo Is more than 90% full
Fllesystem {HOST.NAME}:/nfs/home/elisa Is more than 75% full
Fllesystem {HOST.NAME}:/nfs/home/elisa Is more than 90% full
Fllesystem {HOST.NAME}:/nfs/home/luisa Is more than 75% full
Fllesystem {HOST.NAME}:/nfs/home/luisa s more than 90% full
Fllesystem {HOST.NAME}:/nfs/home/ran Is more than 75% full
Fllesystem {HOST.NAME}:/nfs/home/ran Is more than 90% full
Fllesystem {HOST.NAME}:/nfs/home/sandro Is more than 75% full

Fllesystem {HOST.NAME}:/nfs/home/sandro Is more than 90% full
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Monitoring System —

ETRICS

Inventory Reports

Dashboard Overview Web

History:
LATEST DATA

Items

Help Get support Print

Profile

Logout

Triggers Events Graphs Screens Maps IT services

» » »

Group | all

Host [all

=

Show items with name like :I

Show Items without data a

Show detalls (]

-]

CPU (13 Items)

Context Switches Per Second 10 Mar 2015 12 22.09 Ksps

CPU idle Time 10 Mar 2015 12: 73.93 %

CPU Interrupt Time 10 Mar 2015 12: 0%

CPU lowalt Time 10 Mar 2015 12: 0.0058 %

CPU nice Time 10 Mar 2015 12: 0%

CPU softirg Time 10 Mar 2015 12: 0.09 %

CPU steal Time 10 Mar 2015 12: 0%

CPU system Time 10 Mar 2015 12: 17.79 %

CPU user Time 10 Mar 2015 12: 9.22 %

Interrupts Per Second 10 Mar 2015 12: 25.13 Kips

Processor Load (1 min average per core) 10 Mar 2015 12: 0.21
Processor Load (5 min average per core) 10 Mar 2015 12: 0.19
Processor Load (15 min average per core) 10 Mar 2015 12: 0.19
CPU (13 Items)

Fllesystems (72 Items)

Fllesystems (200 Items)

General (5 Items)

+0.7 %
-0.18 %
-453 Ips

+0.03
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Monitoring System —

7/ OrenN SYSTEMS & SERVICES

KINEMETRICS

Help Get support
Inventory Reports

Print  Profile Logout
Dashboard Overview Web

Latest data Events Graphs Screens Maps
History: » » »

STATUS OF TRIGGERS [10 Mar 2015 12:18:21]
Triggers
Displaying 1 to 2 of 2 found

IT services

»

im 3d 7h

im 3d 22h
Go (0)

Zabbix 2.2.5 Copyright 2001-2014 by Zabbix SIA

Connected as 'mf@kmi.com’
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Monitoring System — Screens

RAN Servers - Performance Overview Help ~Getsupport Print  Profile  Logout
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ASPENDPC4: CPU Utilization (SAR) (7d)
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ASPENDPCS5: CPU Utilization (SAR) (7d)
0% 4 >
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M CPU Utilization - /0O Wait [avg]  0.02 % 09% 0.02 % 0.21 %
B CPU Utilization - Steal [avag] 0% 0% 0% 0%
CPU Utilization - Nice [avg] 09 0%  0.000395 % 0.63 % last miin - max
M CPU Utilization - Int (soft) [avg]  0.09 % 0.04 % 0.09 % 0.189% Wait  [avg] 059 % 0% [on3 %  6.250%
CPU Utilization - Int (hard)  [avg] 09% 09% 09% 09% aal [ava] 0% 0% 0% 0%
B CPU Utilization - Guest [ava] 09% 09% 09% 0% ze [avg] 0% 0% 0001643% 059 %
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CPU Utilization - Sys [avg] 15689% 10159% 1515% 20.42 % o vl T G o T
() [avg] 373% 1.689% 2.33%  582%
s [avg] 698%  3.859% 5889 12.34%
ASPENDPC4: System Load (SAR) (7d)
= ASPENDPCS: System Load (SAR) (7d)
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04 >
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last min avg max

System Load [max] 7.43 2 6 11054




Monitoring System —

ASPENDPC4: Memory Utilization (SAR) (7d)
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W Average WaitTime on /devisda [avg] 04ms 014ms 04ms 224ms

MWW'” Y

ms

ASPENDPCS: Memory Utilization (SAR) (7d)

ASPENDPCS5: Swap Space (SAR) (7d)
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Monitoring System — Screens

SCREENS
RAN Servers - Filesystem States

RAN Servers - Filesystem States

SCREENS

SCREENS

RAN Servers - Filesystem States

ASPENDPCA4: Filesystem /usr State (1h)

4 Used Disk
Fre
PENDP( Hlesystem Naslibimysql State (1h;
alue: 11 &
W Val 46 GE g

ASPEN

5. Filesystem /usr State (1h)

ASPENDPCS: Filesystem imp State (1h)

ASPENDPCA4: Filesystem /var State (1h)

ASPENDPCA4: Filesystem /home State (1h)

Screens [ RAN Servers - Filesystem States

ASPENDPCS: Filesystem /var State (1h)

ASPENDPCS: Filesystem /home State (1h)
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Monitoring System — Reports

OreN SYSTEMS & SERVICES
- p Getsupport Print Profile
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Monitoring Inventory

Triggers top 100  Bar reports

History: » » »
AVAILABILITY REPORT

Report Mode

¥ Filter ¥

Dren SYSTEMS & SERVIcEs
—_— Help Getsupport Print Profile Logout

KINEMETRIC

A
Monitoring Inventory

A
Avallablility report

History: » »

A MOST BUSY TRIGGERS TOP 100
A Report

Host Trigger Severity

Average

Average

Zabbix 2.2.5 Copyright 2001-2014 by Zabbix SIA Connected as 'mf@kmi.com’
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