What could possibly 90
wrong?




What orb2db Eries
to do

o Read packel, append data to end of

accumulating waveform

o Start new waveform every day




What can g0 wrong?

o Missing packet: gap
o Fill gap

o Duplicate packet
o Ighore packel

o Out of order packet

o Reorder pack‘e&s




More erobtems

o Meta data changes: calib, calper
o Packels are not contiguous in time

o Packet time drifts from computed
time




Whak kO\FF&MS?

o Orbadb starts a new widisc record

o Lots of database records slow
everything

o Also starks a new mini seed record
o Dakta compression may be expansion

o Disk fills up




A solubkion:
cdorbadb

Reads packet

Inserts data into waveform file wherever it belongs
o Time is bruncated to fixed kick

o Overlaps and gaps are not detected

Only one wfdisc record per day

Data is uncompressed but has fixed size

s Coan be compressed later by db2msd

Experience at BRTT is that these issues dont affect event
Location




copying saved data
ko ring buﬂ:ér
copy into ring buffer:
sun 1300 pkts/second
anfexport: 4300 pkts/second
mac-mini 6900 pikts/second

xserve: 7100 Pkts/sacohd

xserve, ssd drive; ¥000 Iakks/second

o cp of same packet file: 10 second vs 27 seconds, e.g. 22
kpkts/second




copying from ring
iuﬂm* faster

o cdorbdb: first time: 4.% kpkts/sec
o second time: 21.5 kpkts/sec
o orb2db: first time: 15.3 kpkts/sec

o second bime: 1075 k‘pk&s/sec




Prar:ﬁ&ai. exam!pte

o copy Pach:e&s into orb with
miniseed20orb

o copy packets from orb with
orbmsd2days

o 17 mbyte of miniseed

0% Mbjfze orbserver




e miniseed2orb and orbmsd2days to transfer
moncspiligee  £ofanoEhcEs

ORBBUF=/tmp/orbrt/
pt/antelope/testdata/s

<EOF
SRESORBBUR! M -p $ORB orbserver

-vv $ORB




streams 1f reap streams fall behind
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o What happens depemds on details, buk

o i case I'll outline now,
o expected 42%0 packels, gqot 4027

o what can happen is reader gets
stuck at trailing edge, starts
missing packets

o when it starts doing that, orb2db
gets slower,




o Might think the lesson is:
© Make your orbservers Large!

o but for a real-time system, you want
everything (mecluding the ring
buffers) to fit in memory at once.

o if that’s not true, system may start
swapping, speec& may be reduced bj
factors of 100 or more




