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Presentation Outline

 Introduction

 Early days

 System evolution – changing requirements

 Requirements for a new data exchange system

 Introduction to US NSF Funded EarthScope Project & 
Transportable Array (TA) 

 What have we learned? – issues relevant to this meeting

 Future
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Global Networks 2009



Global Seismic Network &                    
Other Sensors 2009

Defacto: Station is Geophysical Observatory



GSN and Real-time 2009



Great Community Accomplishment 

~20 -Year Rough Estimate 
5,000-7,000 

World Wide, High-Performance Broad 
Band Systems

High-Performance Broad Band seismic 
monitoring was quite different 
several years looking back…..

But Wait a Minute!



Global VBB stations 1984



Proliferation



California Integrated
Seismic Network

• 95+% of Digital Broad-
Band and Strong 
Motions are Quanterra 
and Kinemetrics based



New Zealand 
National 
Network
Q330, Q4120



Japan: F-net



USArray, or “Seismometers in 
every Congressional District”

Real Time: USArray and PBO station 
digitizer is Q330



GSN & USArray 
Transportable 

Array: IDA & Q680, 
Q4120, Q330HR

Pakistan earthquake 
2005/10/08

Mb7.6



Growth of the Networks – Value to Science!

~20 -Year Rough Estimate 5000-7000 
World Wide, High-Performance Broad Band Systems



How did all this happen?



Prior seismological networks existed, such as the 
WWSSN, SRO, HGLP, RTSN, IDA, GRF, and 
many other regional and national programs. Some 
networks provided digital data. International 
cooperation existed within some of these networks 
and, e.g. ISC. 

But NO suitable broad-band, high-dynamic range 
instrumentation existed to fuel the dramatic 
revolution that has taken place since 1985. A new 
instrumentation technology was the essential 
enabling ingredient.

What was missing?



“It’s the bandwidth.”
“Too much gain.”

“The problem is 1/f noise.”
“Can you produce it?”

“Let’s just make one”

- Dr. Erhard Wielandt



Wielandt & Streckeisen
– early 1970’s – STS-1

STS-2: A VBB seismometer 
for everyone

Pfungen, Switzerland



STS-2 - High-Performance Portable Very-Broad-Band Triaxial Seismometer
world-standard, field-proven - 145 dB dynamic range - mutually-aligned 3-components - robust locking - low power - wide temperature range without adjustment



Wielandt & Steim - 1979



First Digital VBB stations 1984



World's First Digital VBB 
stations 1984

Work of:  

 Harvard University, USA
 Joseph Steim, Principal Investigator,                                                        

(Later founder of Quanterra Inc.)

 ETH, Switzerland
 Work of Gunar Streckeisen, Principal 

Investigator, (Later founder of  Streckeisen AG.)



Signals, Noise, and Dynamic Range: VBB
IRIS New Generation GSN 

Proposal 2002. 

VBB Operating Range 
defined, 1985

Q330HR: exceeds IRIS New 
Generation GSN Requirements and 

is selected in 2006 for GSN Upgrade



®
US 4866442
Japan 2787445
EPO 0293780
Germany P3883081.7-08
France 0,293,780
UK 0 293 780
Singapore P9790690

First Commercial Seismological High Resolution A/D 1987



World’s first digital VBB seismogram



Omori VBB Seismogram 1899



GSN 1990

1995



GSN Upgrade 2009





Q330HR

World’s first 26-bit Broad-band Data Acquisition System 



Q330HR Typical 
Performance



Q330HR Noise Level

Narrow-band (LPSRO) filtered long-period noise of Q330HR’s “HR” 
channels, and “standard” channels, and a low-power Q330 compared  at 
room temperature.  The “standard” channels are equivalent to a Q680

Q330HR

STD/Q680

Q33
0



First 24-Bits Broadband Data Acq. – early ’80s

First Ultra - Low Power – less 0.5 W – ‘00

Q330HR - First 26-Bits Broadband Data Acq. – ‘05

Q3000 - 130 dB @ 250 sps – 2010

Q330HR - 153 dB Broadband Data Acq. – 2010

First TCP/IP Implementation – early ‘90s

Selected Quanterra Milestones

With sister companies 45+ registered patents



Seismic Real-time Evolution:

From Telemetry to Networking
- From Analog Modulation to IP World -

“Seismic Network Is Computer”

From Computer to Web Server 



All New Concepts Started: 
IRIS “Lodore” Broadband Array ~1995



IRIS “Lodore” Broadband Array (c. 1995)



IRIS 
“Lodore”

Broadband 
Array      

(c. 1995)

IRIS
Development Real time 
Technology to support  

Portable Array BBArray



Intermountain Seismic Networks 

IRIS
Development 

Real time 
Technology to 

support  
Portable Array 

BBArray-MT



Intermountain Seismic Networks and 
IRIS Real-Time BB Portable Array

First Virtual Seismic Network @ UCSD

Circa 1996 



US NDC

IRIS DMC

UNRUCB
USGS

UCSDCALTECH

IRIS Interoperability and 
Real-time Data Exchange ~1996



IRIS DMC
US NDC

UCSD

UNR UCB

CALTECH

USGS/MENLO
PARK

EARTH-
WORM

liss2orb
orb2liss

orb

orb

orb

orb

orb

orb

ew

Iris: Interoperability ~1996

cd12orb
ALPHA

cd1

liss2orb
orb2liss

BUD

EARTH-
WORM

ew2orb
orb2ew

cs2orb
orb2cs

COMSERV
UCB

cs2orb
orb2cs

COMSERV
CALTECH

UCSD Virtual Seismic Network and Antelope 
Stress test: ~ 1000 stations



Great Ideas Developed at University 
Labs finds its Commercial Success!

 Stanford       Google 
 Stanford SUN Microsystems Inc.
 UCSD       QUALCOMM Inc. 
 Harvard        Quanterra Inc.
 ETH       Streckeisen  A.G. 
 IRIS Consortium       BRTT Inc. 



Kinemetrics-BRTT-Quanterra-Streckeisen

BOULDER REAL TIME 
TECHNOLOGIES, INC
System software, system design,

system integration, IT, communication

KINEMETRICS, INC.
Sensor/digitizer manufacturing,

system integration/installation/support,
Project management, ISO 9000

QUANTERRA
Design of ultra-high resolution

Instrumentation for environmental
monitoring 

Streckeisen
Design of Very Broadband (VBB)

and Broadband seismometers 

Team Work Since 1997



NEW Real-time Requirements 1997

Database
Processing Database

Export

Database
Import

SEED
SAC

SEGY
MATLAB
Bulletins
Catalogs

Alarms
Research

SEED
SAC

SEGY
MATLAB

PDE
QED
REB
Etc.

Datascope
RDB

Antelope  
Real-Time

ORB

RT Dataserver
Import

ORB
COMSERV

SCREAM
LISS

NRTS
EARTHWORM

SEEDLINK
CD-1
Etc.

RT Dataserver
Export

ORB
EARTHWORM

SEEDLINK
CD-1
Etc.

Real-Time
Processing

RT Datalogger
Import

QUANTERRA
KINEMETRICS

REFTEK 
EARTHWORM

CNSN
Etc.

Data and Metadata
Archiving

Real time Database



Interoperability

Antelope
Orb

Real-Time
System

Antelope ORB

LISS (USGS/ASL)

NRTS (UCSD/IDA)

CD-1 (UN/CTBTO)

Earthworm (USGS)

SeisComP (GEOPHON)

COMSERV (Quanterra)

Quanterra Q730,4120,etc.

Quanterra Q330

Kinemetrics Altus Series

Reftek

Earthworm

Guralp

CNSN Digitizer

ORFEUS, De Bilt, The Netherlands
UCSD/IGPP, La Jolla, CA, USA
University of Alaska, Fairbanks, AK, USA
GSC/PGC, Sydney, BC, Canada
BRTT, Boulder, CO, USA



Year 2005

Ready for NEW challenges!

Continued Improving    
Software and Hardware 

1997- 2005



EarthScope Project

• 3.2 km borehole into the San Andreas Fault
• 875 permanent GPS stations
• 175 borehole strainmeters 
• 5 laser strainmeters
• 39 Permanent seismic stations

• 400 transportable seismic stations 
occupying 2000 sites

• 30 magneto-telluric systems
• 100 campaign GPS stations
• 2400 campaign seismic stations

Study the three dimensional structure and evolution of the North American Continent



EarthScope Project

Plate Boundary 
Observatory

SAFOD

USArray

USArray Observatory Components

Transportable Array — 400 seismic stations, 70km grid

Flexible Array — 355 portable instruments, 1200 single component for PI driven 
experiments

Reference Network — about 100 permanent seismic stations

Magnetotelluric — 7 backbone stations and 20 portable instruments

EarthScope Project Components

The focus of this 
presentation

www.earthscope.org

Not the 
focus of this 
presentation 
but use of 
same 
technology



• 400 broadband seismic stations
• ~70 km spacing between stations
• ~1500 x 800  km “footprint”
• ~2 year deployments at each site, 

1623 sites
• Migrate across the country in 10 

years
• $8M / year budget

• Operational Goals
• High-quality broadband data

• On par with permanent network 
stations

• Maximize data return (>85%)
• Data to the scientific and regional 

network community in near real 
time

• 40 and 1 sps continuous
• Equipment redeployed five times

Transportable Array Concept

2004 2013



• On Schedule
• 734 commissioned Stations
• ~ 442 operating Stations
• 292 removed Stations

• Rolling eastward at a rate of 
about 400 km /year, 18 
station/month

• North-south deployment strategy 
permits year-round operations

Status: Deployment

 
. . . and coming out

Stations going in . . .



Circa 2005: World‘s Largest Real-time 
Portable Research Network – USArray (TA)



Station Design

• Very Low power to avoid 
cultural noise sources  and to 
maximize siting opportunities.  
3-5W solar powered.

• Fast construction, material 
adapts to conditions, from 
ready sources.

• high quality LP data requires 
thermal isolation.

• High power communications 
separated from station power.

• Local recording, minimum 
complexity in uplink



Design Principles of Station

• Modularity in subsystems
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Other Design 
Considerations

Global Networks:
 Long term stable operation
 Integration of numerous sensors
 International shipping

National Networks:
 Earthquake monitoring for hazard, low latency.
 Public information, emergency response

Q330: Data Engine – Ultra- Low power, small size 
Provides three essential functions;
Digitizer, sensor controls, telemetry integration



Q330 Operation in TA
Q330 notable advances for TA

• 32Mb memory 
• about 28 hours real-time buffering 

• Integration and development of Antelope support
• Q330util, webdlmon, SOH RRD
• POC receiver (no need for Static IP)
• In-situ Calibrations

• Configuration management
• Configserver
• Garfield firmware bulk loader
• XML file templates

• Q330 auxilliary data channels 
• add low rate information into standardize processing flow



Construction

… No  Student Involvement



On-site  3 hours



Construction Complete



Modularity in Communications
Cellular Modem

AC VSAT  

Solar VSAT  

71% Cellular
20% AC VSAT
8%  Solar VSAT



Communication Variety

• Cell modems  ---71%
• 191  Verizon  CDMA   ($720/year)
• 20   Alltel  CDMA  ($830/yr)
• 57 AT&T  GSM   ($850/year)

• VSAT systems  -- 28%
• 103 Wild Blue Enterprise  ($1079/year)
• ~20 of these Solar powered, 8 Cycled
• Abandoned Hughes, SpaceNet

• Broadband providors
• (4) DSL, (1) Cable, (2) WiFi

• Internet via Host  --1%
• Research Campus, schools, city (3)



Modularity in Communications

Ethernet Radio

AC VSAT  

External Communication Module linked by 
Ethernet Radio to Station

Solar VSAT  



Cell Service Providers

Verizon
• CDMA 1X, EVDO rev a.
• 70/70 150/450 kbps 

respectively
• Static IP address
• Excellent account 

management
• 5 Gbyte/mo, continuous 

connection
• Roaming issue at 

international borders

AT&T
• GSM, EDGE, HSDPA
• 40/40 kbps
• Static IP address, SIM 

cards
• Complex account 

setup, create APN
• 5 Gbyte/mo, 

continuous connection
• Roaming issue 

depending on carrier 
agreement



Cell Modem Choices

Airlink Raven
• Serial Interface
• Grounding issues
• unsealed
• PPP connection to 

Q330 serial 1.
• PPP connection to 

network.
• Modem manages NAT, 

simplifies Q330 config.
• 2 Watts, timed 

watchdogs

Sierrawireless Raven X
• Ethernet Interface
• Signals transformer 

coupled
• unsealed
• Single address 

forwarding
• DHCP server
• 2.5 Watts, less inclined 

to get stuck.
• 3G protocols

Proxicast, Digi, Multitech, etc 



Cell Modem Operation



Commercial-Of-The-Shelf ( COTS) 
VSAT Operation

Wild Blue
Ka band spot beams
Small (0.6m) dish size, eases transport and wind load
modems are single DC level (30VDC)
Can be provisioned at remote site without contacting 
VSAT Network Operations Center.
Shared Master station-data delivered via internet
Online technical portal for service history

Provisioning Details  -
2 year service agreement, annual fee $1070/yr
Enterprise level: static IP, 5Gbyte/mo upload
Throughput rarely surpasses 50kbps.
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Communication            
Power Modules

• AC based system for housing Wild 
Blue VSAT,  Cable Modem or DSL 
modem

• Must be located within line of sight to vault and near 
power.  Prefer pole mounts near out buildings.

• Has heater / cooling fan for electronics.

• Solar Powered module designed for 
30W load.

• Commercial design is Robust, Large and 
expensive; 300-800W PV, 600-900AH battery

• Sometimes duty cycled: 2 hour on / 6 hour off
• Simpler systems do not use active heating / cooling.



VSAT Operation

Station Installation tricks
Power cycle system 5 minutes once a day
Compact Router handles DHCP/port forwarding
Rotate arm to reduce snowbanks



Improvements

• Vault Interface Enclosure (VIE) 
• Protect equipment from humidity, increase 

reliability of comms equipment
• Standardize connections

• Cell modem replacements as networks 
upgrade

• Baler44 phased into stations, replacing 
Baler14

• Add meteorlogical measurements

Equipment Refinements



Equipment Improvements

• 16x16x8” Enclosure, hangs inside vault.  
• IP68, 0.5” Lexan Clear lid, bulletproof!  

• Q330 interfaces converted to industrial standard connections; 
• IDC flat ribbon, RJ45.

• Custom power regulation circuit 
• Faultfree switchover to alkaline backup battery
• Signalling via existing data channels for power SOH
• Sensor power regulation, filtered power for Q330 and Baler
• High efficiency regulation, load shedding/mode switch on backup power
• Independent fault isolation of powered devices.

• Station Integration
• Integration of new  Baler44CT, Environmental sensor 
• Simplified Data collection via new Baler44
• Reset power cycle for comms equipment
• Remotely controlled power interrupt for sensor
• Monitor and signalling of pump operation

• Protected housing for electronics and auxiliary equipment-allowing 
better flexibility and increased reliability.

• Allows economical packaging choices for small ancillary devices
• Protects commercial modems, charge controllers and circuit boards.
• Simplifies troubleshooting, acts as a field replacable unit.

• Uniform cabling for installation
• MS style connectors, molded termination

• Commercial production in large runs;  Enclosure, cables, PCB, 
testing, etc

• Custom cable fabrication, custom metal, factory assembly and testing.

Vault Interface Enclosure (VIE,  Ibox)
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Station Regulator

• Independent regulation / distribution
• Power control of comms device
• Switching of backup power

text
text

QNET
Serial

GPSPWR

Sensor
A

Sensor
B

Q330

QNET

PB44

Auxilliary 
Measurements

Power
Backup

Comms
AC VSAT

Solar 
VSAT

Barometric pressure, 
temperature, infrasound, 

magnetometer

Lightning

Big Panels

PV panels, Batteries, 
charge controller, fuses

CORE System
Low Power Subsystems

High Power Subsystems

Ethernet
radio

Vault Interface enclosure

re
gu
lat
or



• Direct measurement of 
orientation of all stations

• Using fiber-optic gyroscope 
IXSEA  Octans IV, 
Nonmagnetic orientation 
accurate to < 0.2 degrees

• Used at all new station 
installations

• Used when existing TA 
stations are removed

• Validation of empirical 
orientation determinations

• Empirical estimates from 
surface and mantle wave 
polarization techniques

Procedures: Orientation

TA station orientation, relative to north, from 
empirical analysis

Results from Ekström and Busby,  SRL, 2008 



• Automated process 
for command, 
capture, and 
analysis of cal 
signals

• Analysis of 
calibration signals 
to verify amplitude 
and phase 
response

• Will apply to all TA 
stations at 
beginning and end 
of deployment

• Network-wide 
calibration for 
sensor statistics

Procedures: Calibration

Results from BRTT 
Antelope software



 Examination of clock quality channels 
for test interval (2007) indicates clock 
quality is excellent

Clock Quality



Sensor Mass Recenter operation affects data quality 
and broadly indicates the long-period quality of site.  
Most stations have 10 or fewer mass re-centers over a 
one year period

Mass Position



Status: RT Latency



Status: Forwarding      
Latency

Typical of DMC feed to UW



• Metrics must have 
meaningful relationship to 
science

• Exploit measures already 
being computed - i.e., 
data mining from ANF 
and DMC databases

Performance Metrics
Metric Description Who 

Mass position Percent of time offscale (Bob B. will provide scale). 
Requires scan of mass position channels. ANF 

Mass Recenter Number of mass recenters & time between recenters ANF 
 

Clock quality Statistics of clock quality LCQ channel. Requires scan of 
LCQ time series. ANF 

Clock error Statistics for times when clock error exceeds 1% of sample 
interval. Requires scan of LCE channels. ANF 

Latency  From data tracked at ANF ANF 
PDF by sensor 
type 

PDFs aggregated by sensor type (Streckeisen, Guralp, 
Trillium). PDFs and mode vs frequency. DMC 

Mode calcs for 
large events Provides low frequency calibration ANF 

Tidal amplitudes 
Provides low frequency calibration. Likely only reliable for 
stations away from coast (e.g., won’t use ocean loading 
calculations). 

DMC 

Calibration of 
network 

Calibration results for entire network, with calibrations 
performed over a relatively short time period (e.g., one 
week). 

ANF 

Availability 
Results for monthly, 3-month, and final data availability. 
Final data availability derived from stations for which we 
have completed post-station-removal baler backfill. 

DMC 

Gaps: gaps / day 

Perhaps a histogram of gaps/station-day (i.e., x axis is # of 
gaps/station day; y axis is # of station days). This histogram 
would then (presumably) show that most station days have 
zero gaps, that the large majority of station days have very 
few gaps, and there are some outlier station days with many 
gaps. (will compare DMC and ANF results) 

DMC/ 
ANF 

Gaps: # days with 
no gaps 

This metric could be addressed by the histogram described 
above. (will compare DMC and ANF results) 

DMC/ 
ANF 

Detection 
threshold 

Perhaps based on magnitude? Consider variation of this, 
but based on event detection/formation statistics. ANF 

Event coherency Measure coherency from teleseisms & regional ? events 
across the array for body & surface waves ANF 

Detections/station Statistics on station detections & use DMC statistics to 
compare to other networks (quack) 

ANF/ 
DMC 

 

Integrity
Accuracy

Quality
Performance



Status: RT Performance

TA performance 2005 – 2010, 01



Status: RT Performance

TA performance 2007 - 2010 01
98.68%



• Examined data gaps as a function of time
• Examined cumulative gap statistics

TA  Gaps



• Noise PDF

Power Density Functions

TA Vertical

GSN HorizontalTA Horizontal

GSN Vertical



• All TA LHZ channels are compared to Earth tide synthetics
• The majority of stations have excellent fit to tides
• Small numbers of stations have transients

• Mass re-centers
• Temperature fluctuations

Tides

one month

http://crunch.iris.washington.edu/synthetics/tide/



• Real-time monitoring of SoH
• Detect problems
• Initiate corrective actions 

• Station QC & SoH on the web
• SoH channel displays for near-real-time 

and summary
• Metrics for arbitrary time intervals 

State of Health Review

IRIS DMC PDF noise analysis by station-channel Temperature and voltage - life of station

Mass position - life of station

From ANF station status web pages

From DMC QUACK tool



Guralp Vertical:
mass position vs noise

Diagnostic View:   Discovery!



34 Team Members
Management:             2.0

Recon:                          5
2.5 office
2.5 field team

Construction:             4
1 office 
3 field crew

Installation:                 4
4 field crew

Service:                        4
4 field crew

Removal:                      3
3 field crew

Support Facilities:   12
AOF   NM Tech   6
ANF   UCSD        6

Organization Summary
USArray   Transportable Array

Organizational Chart

Construction ServiceInstallation

TA 
Manager
R. Busby

construction
Contractor

R.Kessenich
D. Stewart

Station 
Coordinator

S. Welch Install 
lead & asst
R. Pierce

(2)

Install 
lead & asst

K. Oliver
(2)

Construction 
Supervisor
T Gonzales

Station
Specialist
D. Nguyen

Station 
Specialist 
H. Peavey

Chief of 
Operations
K. Hafner

Equipment 
Coordinator
A. Sauter

Station / 
recon 

Specialist 
TBD

Removal

Removal 
lead & asst
T. Mazon

(2)

Construction
/ removal

TBD

Recon

Senior 
Recon

D. Lippert

Recon 
Specialist
regional

Site
Coordinator
S. Azevedo

Permit
Coordinator
D. Elvrum

Recon 
Specialist 
G. Vincent

Information
Specialist
P. Dorr

USArray 
Coordinator
C. Pfeifer

Warehouse 
Equipment 
C. Devers 

Array Operations Facility

PIC (4) FTE
 

ANF PI
F. Vernon

ANF 
Sr. Analyst

L. Astiz

Array Network Facility

UCSD (4) FTE
 



TA Team
              Management

Robert Busby Rob  Woolley Robin Morris Perle Dorr
Katrin Hafner Bob Woodward David Simpson Cecelia Kelton

TA Coord Office Recon Construction Installation
Steve Welch Don Lippert Tony Gonzales Bob Pierce
Denise Elvrum Graylan Vincent Rick Stout Ken Oliver
Sandi Azevedo Joseph Goode Ron Kessenich Jerry Hollinan
Allan Sauter Patrick Hickey Mack Hardy Elgin Hinson

Larry Jaksha Steve Christman Doug Ford
Mike Flanagan

AOF ANF DMC Service
Cathy Pfeifer Frank Vernon Tim Ahern Howard Peavey
Cyndie Devers Jennifer Eakins Chad Trabant Doan Nguyen
Greg Chavez Rob Newmann Peggy Johnson
Noel Barstow Luciana Astiz Gillian Sharer
Bruce Beaudoin Vladislav Martynov Removal
Elena Prusin Trilby Cox Tom Mazon
Mike Gorton Geoff Davis Mark Miller
Derry Webb Brian Battistuz

Taimi Mulder



USArray Technology Standard                         
in Arab World and Neighboring countries

 Saudi Arabia KACST
 Saudi Arabia KSU
 Saudi Arabia Aramco
 Oman SQU
 Dubai Municipality
 Kuwait (KISR)
 Iraq (IMA)
 Morocco (CNRST)
 Algeria CRAAG
 Pakistan (WAPDA)

Real-time data 
exchange in Gulf 
 Oman
 Dubai
 Kuwait
 Abu Dhabi
 GSN 



Example: Other USArray TA (Aspen) Based Technology 
Networks - Interreg III - Italia-Austria-Slovenia

Stations distribution 

Italy

Austria

Slovenia



Example: Other USArray TA (Aspen) Technology Based 
Networks - Interreg III - Italia-Austria-Slovenia

Data Centers Austria

Italy

Slovenia



Example 1: Data Availability of other 
Aspen Based Real-Time Networks

Network # Stations Duration Data 
Availability 

Number
Employees

Austria

38 Aust.
+

3 Czech
+

10 N. Italy 
(Maint. & 
operated 
jointly)

2009 99.93%

1,5 Analysts
+

3 Tech. 

2008 99.97%

2007 99.65%

2006 99.04%

2005 99.91%

 1,945 Events with a local magnitude (our catalogue) since 2005
 9,434 events worldwide since 2008
 The number of automatic events is about 1,500/year
 All above manually (re)located



Network # Stations Duration Data 
Availability 

Number
Employees

Slovenia 26

2009 98.2%

1,5 Analysts
+

4 Tech. 

2008 97.6%

2007 91.9%

2006 95.6%

2005 90.9%

 7,591 Events with a local magnitude (our catalogue) since 2005
 22,655 events worldwide since 2008
 The number of automatic events is about 7,600/year
 All above manually (re)located

Example 2: Data Availability of other 
Aspen Based Real-Time Networks



Best Performance Network 
Award!

 Definition of categories?
 Evaluation criteria?
 Any network shall be allowed to 

participate in contest 
 KMI to support. What is expected or 

appropriate by community? 
 Other? 



New Developments: Proven USArray 
Technology goes under water:      

Real-Time (Cable) Broad-Band OBS



Deployed Woods Hole Oceanographic 
Institution (WHOI) Q330 based 

Ocean Bottom Seismograph (OBS)

WHOI D2 short-period seismometer                    
on the TAG hydrothermal mound in Spring 2003.               

WHOI operates 50 D2s as part of the                   
US Ocean Bottom Seismic Instrumentation



WHOI Cable Ocean Bottom Seismograph
Q330  based system + additional electronics 



WHOI Modular  Packaging



New Developments: Proven USArray 
Technology goes under water:        

Real-Time (Cable) Broad-Band OBS

 First Aspen OBS Deployment: Oman
 OBS data to Shore via Cable
 Shore to Data Center via VSAT comm.
 Integration with Existing Data Center at SQU (Muscat)



New Developments: Proven USArray 
Technology goes under water:        

Real-Time (Cable) Broad-Band OBS

UCSD LOOKING Deployment : MARS Cable 
Observatory (Prototype for NSF funded Ocean 
Observatory Initiative, OOI Real-time 
Networking)
Q330+Marmot, Cable OBS & Real-Time

Antelope is part of Real-time Networking
Cyber Infrastructure Budget: Construction 

~$30M; $50M/ 7year Operation



UCSD 
LOOKING 

Deployment : 
MARS Cable 
Observatory-

Antelope 
(Marmot)  

and Q330 at  
Ocean 
Bottom 



UCSD LOOKING Deployment: 
MARS Cable Observatory



Summary & New Developments 
 Clearly current Aspen System Architecture 

demonstrated undisputed and exceptional 
record of performance and operation in variety 
of environments and applications worldwide:
 Q330 family
 Antelope System Software
 Use of COTS products  
 Exemplary Q330 & Antelope system integration; 

a true joint work under the hood…
 USArray and PBO as large scale projects 

provided opportunity to work on challenges 
going beyond a small size network….. 
 System daily field stressed & improved:       

All other Network Operator benefits



New Developments 
 New Product Option: 
 Q330HR all 6-channels @ 151 dB 

 New Product: Q330HRS, SSA, April, 2010
 New Product: Q330S+, June 2010
 New Development: 
 Next Generation of STS-1 type of Very 

Broadband (VBB) seismometer 
 Portable Broadband seismometer (PBB-100S) 

 Research and Development:
 MEMS ultra-low power broadband seismometer 

(40sec)
 MEMS ultra-low power accelerometer (~12 dB 

better than EpiSensor) 



Next Generation of STS-1 type of Very 
Broadband (VBB) Seismometer



PBB-120

Portable Broadband 
Seismometer



New Developments 
 XYZ-1 Broadband Seismometer, Streckeisen 

& Kinemetrics collaboration:
 Comparable with other sensors of the 

same price range: $14-16K
 Typical no-centering range +/- 25 C
 Portable deployments

 Tilt range without centering; +/- 0.03°

 Total tilt range (centering included) 16 
tilt ranges without centering, 
corresponding to +/- 0.48°

 Mass locking only required for long-haul 
transportation

 Power: 560mW @ 12VDC



KMI: XYZ-1

DataFile1 "QT_HRV_02250344-NOISE.LLZ"= DataFile2 "QT_0377_02250344-NOISE.LLZ"=

1 .10 4 1 .10 3 0.01 0.1 1
1

10

100

1 .103

1 .104

LNM
STS-2.5
Quanterra Reference STS-2 (2004)

LNMPSDµV
2 π.

ω i

SCL sPS1i
.

sPS2i

1
360

Srate
2

0.75.

ω i
2 π.LMM

XYZ-1
Quanterra Reference STS-2 (2004) 



STS-3 vs. STS-2
DataFile1 "QT_HRV_02250344-NOISE.LHZ"= DataFile2 "QT_0377_02250344-NOISE.LLZ"=
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R&D: Silicon Sensors 
 Improve the performance to a noise floor 

of 3 ng/√Hz within a factor of 3 of our 
theoretical performance and also 
resolved the earth tides on the device

 Imperial College have been given the go 
ahead for both a Mars and Lunar mission 
with this device.  

Research & Development Risks
• Prototype device yield (limited devices)

• Noise Performance (Best performance of a 
MEMS device)

• Spurious Resonances (Resolved per theory)

• Device Fragility (Resolved)

• Temperature Sensitivity (Initially Higher 
than theory already have some improvement)

• Circuit/Sensor Integration
• Concept  works (DT, Coils, Proof Mass)
• Stability of  system to shock pulse
• Special requirements for temperature Sensitivity



Major New Developments
 Antelope System Software to support 

several thousand of data acquisition 
channels 

 Antelope agnostic to variety data formats 
and data types   

 Antelope v5.0 to support 64-bits 
addressing space; (i.e. 264 ORB to be 
released this year; current v4.11 version 
support 32-bits)

 Continued work on web capabilities, 
visualization and GIS integration

 More from BRTT…



Kinemetrics-BRTT-Quanterra-Streckeisen
Metrozet-Array

BOULDER REAL TIME 
TECHNOLOGIES, INC.
System software, system design,

system integration, IT, communication

KINEMETRICS, INC.
Sensor/digitizer manufacturing,

system integration/installation/support,
Project management, ISO 9000

QUANTERRA INC.
Design of ultra-high resolution

Instrumentation for environmental
monitoring 

Streckeisen
Design of ultra-high performance 

Broadband (BB) seismometers 

Team Work Since 2009

METROZET INC.
Design of Very Broadband (VBB) 

Seismometers and 
Portable BB seismometers 

ARRAY INC.
Installations, support and operation 



And Kinemetrics 40 years anniversary 
would be impossible without …

 IGPP, UC San Diego 
 IRIS (GSN, PASSCAL, DMC, 

EarthScope – USArray)
 UNAVCO (EarthScope – PBO)
 University of Alaska, Fairbanks 
 Caltech, Pasadena
 UC Berkeley
 UC Los Angeles
 UC Santa Barbara
 University of Nevada, Reno
 University of Colorado, Boulder
 Columbia University, Lamont-

Doherty Earth Observatory 
 USGS
 ORFEUS, Holland 

 Geophone, Germany
 GeoScope IPGP, France
 ZAMG, Austria 
 Geological Survey, Slovenia
 DPC, Italy
 ERI, University of Tokyo
 Malaysian TWS, Malaysia
 JAMSTEC, Japan
 KACST/KSU, Saudi Arabia
 SQU, Oman
 Kisr, Kuwait
 Dubai Municipality
 GeoScience, Canada
 GeoScience, Australia
 ….and many others……

And We Thank you for support all these years…..
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