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About us, Markets we Serve, Aspen Platform

Shared Computing and Disk Resources 

Archive Strategy, Virtual Private Cloud, Hybrid Data Center

Data and structural engineers
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50+ years of experience in 
monitoring earthquakes andtheir 
impact on the built environment

Kinemetrics, Inc. | Company Proprietary
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Advancement Through Innovation | Company Proprietary

This 
presentation 
aims at 
ǇǊƻǾƛŘƛƴƎ Χ

Χ ŀƴ ƻǾŜǊǾƛŜǿ ƻŦ two possible cloud 
implementation for two use-cases

Χ ŀ ƎŜƴŜǊŀƭ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ƳŀƧƻǊ 
componentsand their costs

Χ ŀ ǇŀǘƘ ŦƻǊ ŀ gradualapproach to 
moving into the cloud

Χ ƛŘŜŀǎ ŀƴŘ ǎǘƛƳǳƭŀǘƛƴƎ ŘƛǎŎǳǎǎƛƻƴǎ ŦƻǊ 
a regional cloud-baseddata center 
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Why the 
Cloud

Pay-per-Use

Minimal upfront 
infrastructure 
investments

Flexibility

Tools to administer, 
automate, scale 
without limits

Different Location

Easy to distribute 
regionally

Hybrid

Create a bridge with 
cloud and on-

premises

Advancement Through Innovation | Company Proprietary
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Italian Strong-Motion Network (Rete Accelerometrica 
Nazionale)
Å Mission Critical network of the Civil Protection Department
Å Aspen System operated and maintained

by Kinemetrics & Geovissince 2012 with 8 FTE
Å Total number of stations: 650
Å Kinemetrics stations: 395 Etna2 and Obsidian 

(99.8% stations availability in 2022)
Å Real-time data return: 99.1% in 2022
Å Monthly data rate: ~0.5TB

Issues to be addressed with a cloud implementation 
Å Local maintenance of a growing data archive is unsustainable (currently >30TB)
Å Disaster recovery with undefined Return Time Objective(RTO)
Å Well-known risks and points of failures in the current architecture
Å Local access to data and information
Å Growth of service portfolio
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But

Å Unresolved backup issues
Å Long Recovery Time

Objective (RTO)

Å Unsupported Point in Time 
Recovery (PiTR) 

Å Archive growth

Å Single access path for data 
network

Å How to handle
Å Growth of external data users

Å Data sharing with other
seismic networks

Well-structured, single data center solution
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1. The archive
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9Low-Hanging 
Fruit 

ÅEasy step to create a presence 
in the cloud
ÅMinimal investment
ÅCost savings
ÅThe first step towards a 

(hybrid) storageinfrastructure
ÅNot limited to the archive
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