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Traditional Strong Motion Response Spectra 

Determinations

• Event detection and recording at remote 

dataloggers

• After complete recording, event files are 

telemetered back to data processing center

• Strong motion response spectra are then computed 

over the entire event recording

• Latency for producing final results are in the 10s of 

seconds to minutes range mainly depending on the 

latencies in assimilating event files in the 

dataloggers



New Strong Motion Response Spectra 

Determination

• We present the results of computing strong motion 
response spectra based upon the Bighorn software 

processing system.

• Bighorn does not depend on event detection by the 

dataloggers

• Rather it processes real-time accelerogram data streams 

and produces real-time strong motion response spectra 

to produce damage estimates as soon as possible

• Although the results show here are for single stations, all 

of the software has been fully threaded on a per station 

basis so that similar results can be obtained over 

multiple stations on computer hosts with multiple 

independent hyper-threads.



Strong Motion Response Spectra Equations of 

Motion

• Strong Motion Response Spectra defined as a set of 
maximum amplitude values from a comb of damped 
harmonic oscillators

The basic SMR EOMs can be expressed as a Laplace transfer function,

• This transfer function can be designed using normal digital 
filtering methodologies. The resulting recursion relation 
requires 5 multiplies per sample per oscillator as opposed to 
the 10 multiplies per sample per oscillator required in the 
traditional numerical integration based approach.

H 𝑆 =
𝜔2+2𝜉𝜔𝑆

𝜔2+2𝜉𝜔𝑆+ 𝑆2

Where 𝜔 = oscillator natural frequency in radians per second
and ξ = oscillator damping ratio









• Maximum Amplitude 
Signals

• 96 different oscillators

• Computed in real time

• Time synchronized     
with incoming               
accelerograms



10 Seconds

Last SMRS window

50 mg two sided boxcar 
2 second width





Kinemetrics Condor System Response Spectra

Bighorn Response Spectra

Loma Prieta Response Spectrum



Latencies

• We present the results of computing time latencies 
strong motion response spectra produced by Bighorn

• All processing was done on a single 3-component 

station over the 96 oscillators shown previously

• Latencies were computed by subtracting the data time 

stamps from the system time. All of these results were 

generated on an Apple laptop computer with the system 

time synchronized using NTP.

• Simulation results using the same test signal as used 

previously will be shown

• Real data from a remote datalogger will be shown



Input Latency

Output SMRS latency

Computational time

2 hours

L
at

en
cy

 (
m

se
c)

Simulation DataData 7.25 ms
SMR 20.97 ms
SMR – Data 13.72 ms



Sagebrush Flats – Etna 2
300 meters from SJF

Continued

•	3 sensor channe ls w ith  an internal Ep iSensor triax ial deck

•	24-bit Delta Sigma converter, one per channel

•	Matched to Kinemetrics outstanding EpiSensor accelerometer 
performance

•	Built-in GPS

•	Record and communicate multiple sample rates

•	Earthquake Early Warning low latency 0.1s packets ready 

•	Multiple telemetry protocols: ORB natively or public domain 
Earthworm and SeedLink 

•	Streamlined Station Maintenance (SSM)

•	Data of oaded automatically to removable thumb drive 
connected to the USB host port.  Parallel recording (mirroring) 
data on an external USB thumb drive.

•	Wireless communications via USB based Wi-Fi or cellular modem

•	State -of-health  m on itoring, includ ing inpu t and system  
voltages, in ternal tem perature,  com m unication link d iagnostics, 
availab le storage 

•	IP  Secu rity  th rough SSH and SSL

•	Reverse voltage protection and self resettable fuses

•	System  Status LEDs

•	Surviving temporary immersion at 1 m depth (rated IP67)

•	D esigned for RoHS Com pliance and easy re -cyc ling

•	Designed for the lowest Total Cost of Ownership (TCO)

FEATURES

Kinemetrics’ ETNA accelerograph established the world’s 
standard for strong motion recording for almost two decades 
with more than 6000 installations worldwide. The  ETNA 2 
represents the next generation of ETNA-class accelerographs 
of ering NEW and cost ef ective, web based monitoring 
capabilities paired with another Kinemetrics’ established world 
standard, the exemplary EpiSensor accelerometer. 

The ETNA 2 is easy to use since it w as designed around the 
Rockhound application  softw are f rst im plem ented on the 
Basalt instrum ents and continued now  on  the new  Obsid ian  
instrum ents.

E TNA 2  offers the most essential accelerograph features supporting  
a wide range of earthquake monitoring applications in a 
small, lightweight, and simple to use package. If you are interested  
in  Earthquake Early Warning, in  structural m on itoring, 
in  aftershocks surveys or even in  induced earthquake 
m onitoring related to oil and gas, and geotherm al f u id  
in jection activ ities, the ETNA 2 is the right product for you. 

And for those whose job it is to maintain large number of 

stations, we implemented Streamlined Station Maintenance 

(SSM) that allows you to use your browser to log maintenance 

activities such as software updates, site inspections, or 

battery replacements right on the unit.  These logs can be 

automatically uploaded to your data center for archiving, 

reducing paper work in the f eld, and eliminating human error.

Next Generation of Web Based, Cost

Ef ective, Strong Motion Accelerographs

ETNA 2

Etna2
100 msec packets
Minimum latency



Sagebrush Flats to Toro Peak
15.5 km link



Sagebrush Flats – UCSD
5 Hops   100 km 



Sagebrush Flats – Boulder
Public Domain Internet  1300 km
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ANZA Network DataData 141.08 ms
SMR 165.27 ms
SMR – Data 24.19 ms



Conclusions

• Bighorn produces real-time strong motion response 

spectra efficiently with processing latencies of 
approximately 25 msec.

• With proper data sources, these results can be 
compared in real time against exceedance levels to 
produce potential structure damage alarms within 
fractions of one second

• Bighorn with a properly configured Etna2 is capable of 

producing produces real-time strong motion response 
spectra from field sites with latencies less than 170 
msec.

• Bighorn greatly reduces damage alarm latencies 

relative to traditional strong motion response processing 
systems


